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Abstract

The rapid growth in research and development of agent-based software systems has led to concerns about how human users will control the activities of teams of agents that must actively collaborate. Practical multi-agent systems will often be comprised of small teams of heterogeneous agents, under direct supervision by human managers. In order to alleviate the need for human managers to coordinate information awareness we have developed an approach to dynamic information sharing among teams of agents.  We describe this approach in the context of several agent simulations  of military command and control. 

1 Introduction

As part of our interest in models of and support for mixed-initiative human control of software agent teams, we have developed a model for the establishment of cooperative information sharing among agents. Our model is especially suited for the larger context of dynamic, real world organizations, where teams are formed dynamically for particular purposes [Burstein and Diller, in press]. We argue that effective information sharing in the presence of such teams requires the active dissemination of descriptions of current and future information needs to both local teammates and to the larger organization. Only by this mechanism can one avoid having to make explicit at design time who will provide each bit of the information. We consider how information sharing within the organization can be promoted not only for the immediate goals shared by a tightly coordinated team, but some of the likely information needs of the larger organization going forward. We illustrate the model in the context of several agent simulations of military command and control.

Our model is based on representing and disseminating knowledge about information needs and information provision capabilities of agents. These agents are assumed to exist as part of a dynamic organization composed of interrelated heterogeneous agents teams and humans supported by agents. Using this model, agents, when given specific tasks, can determine whom to tell about their status, failures, and the information that they discover that is potentially needed by others. An important goal of the model is that it be flexible enough so that users directing teams can initially make assumptions about agents’ policies for information sharing, but change the information flow behavior dynamically. 

The key element of the approach is the announcement by each agent of information requirements and anticipated future capabilities to do information provision, that is, the kinds of information the agent may come to have as a result of its intentions. These announcements to teammates establish the conditions for cooperative information sharing. Furthermore, by associating information policies with default intentions of team roles and also the capabilities associated with roles that may be activated by team plans, agents can quite easily initiate dialogs to coordinate information sharing when accepting roles or initiating new tasks. 

2 Information Sharing within Human/Agent Organizations


A key issue for human and mixed human/agent organizations are the policies for information flow to support the varied tasks of individual agents and groups within those organizations. When considering how agent teams might support such policies from the perspective of shared intentions or shared plan theories, there are several difficulties. First, while these models provide some of the theoretical basis for motivating information flow, in terms of cooperation rules or policies to support the objectives of teammates, it may be difficult or impossible to implement these abstract policies directly in software agents with limited inferential capabilities, as is frequently the case in heterogeneous agent systems. Second, the informational needs of agents can be arbitrarily context specific, which means that all team agents must know more about each other’s detailed plans and their knowledge state than even a Full Shared Plans model [Grosz and Kraus, 1996, 1999] would require. 

This being said, there are many ways agents might determine that a piece of information might be useful, and cooperative behavior policies can be built on these methods. Consider the apparently simple case of an agent representing a truck that, as part of a shared team plan, is intending to deliver some cargo to a town. The capabilities of truck T are limited, and might be expressed simply as: 

(carry T <cargo> <loc1> <loc2>)

The truck agent might have a standard plan to achieve such objectives involving picking up its cargo at loc1 and moving over a sequence of road segments ri to reach loc2, where it unloads the cargo. When given a task, truck T would develop a plan by computing a sequence of passable road segments to traverse. If team agent A knew that T intended to deliver a cargo from L1 to L2, what useful information might it provide? Some possible things it might tell T about road conditions to assist in its planning are:

1. Which roads it knew were impassable anywhere,

2. Which roads it knew were impassable anywhere in a region containing L1 and/or L2. 

3. Which roads it knew were impassable on a path A itself computed to go from L1 to L2, 

4. Which roads it knew were impassable along the path T announced it intended to take. 

While there is no absolute right answer here, it seems clear that option 1 might be too much information, depending on the extent of
 A’s knowledge, and options 3 and 4 are not enough. In fact, option 3 requires that A plan without using all of its own knowledge of where roads were impassable, and still doesn’t provide T with enough information for T to find a successful plan, just to reject one. Option 4 does much the same thing, while leading to a two-agent generate-and-test strategy. Option 2 seems the most ‘helpful’, since it is circumscribed to include mostly relevant information, and likely provides T with enough information to develop its own plan, while simultaneously not requiring a great deal of reasoning on A’s part to gather that information.

So how is A to know that option 2 is the right information to provide? Without detailed knowledge of T’s route planning process, it needs to know at least about the preconditions of the operators that T is using to plan the task, namely that the operator that is executed (traverse T <route-segment> <direction>) requires (passable <route-segment>), and that, due to the nature of the 2D space the segments are laid out on, the best paths are all in the region around the line segment connecting L1 and L2. Even this is likely to be beyond the reasoning capabilities of simple BDI agents who are themselves programmed to accomplish some specific tasks. 

Our working assumption is that the agents likely to inhabit large mixed-initiative organizational systems are a heterogeneous collections of  ‘wrapped’ versions of special purpose software systems, together with some more general purpose reactive execution BDI agents that assume the bulk of the ‘middle agent’ duties. This has been true for most of the multi-agent applications we have been developing.  Both OMAR [Deutsch, 1998] and PRS [Myers, 1993] have been used to develop a number of different classes of agents. 

OMAR and PRS are very similar reactive procedural execution models with explicit representations of agent intent, and supporting parallel and conditional execution. They both have some capability for forward and backward inference, and can thus be made to handle a variety of reactions to observations (messages) outside of their primary tasks, and have some capability to respond to queries on their internal work status while working.

At the lowest level, field agents control low-level simulation entities such as simulated trucks, helicopters and unmanned aerial vehicles (UAVs).  These agents act as ‘drivers’ of these vehicles, moving the simulated vehicles about, gathering information, and generating field reports for Task Management Agents (TMAs).  TMAs are the leaders of the field agents, and are responsible for scheduling, tasking, and monitoring them. Finally, a third class of agents, Personal Assistant Agents (PAAs), supports mixed-initiative interactions between agents and humans. These agents are often supported by more special purpose agents for such things as detailed planning and scheduling (for aircraft, UAVs, trucks, helicopters) with specific information needs, and data repositories with distinct information provision capabilities.

We argue that the determination of what information a teammate agent will need to achieve its announced intentions should, wherever possible, be done by either or a combination of the following:

· making a characterization of that information need explicit  the shared model of that agent’s capability (to intend that result), when it is announced at team formation, 

· having the agent announce a specific information need when it commits to achieve that objective. 

The key observation here is that information needs should be made explicit, rather than left to shared knowledge of planning operators. It is frequently assumed that a capabilities description for an agent, much like APIs in more traditional distributed object systems, are composed primarily of the set of message patterns that an agent will respond to, and perhaps a characterization of the response. Yet stating that an agent can respond to a query containing a variablized well formed formula (WFF) provides almost no information about what tasks or queries it can respond to.

3 Information Sharing Protocol

To address this problem, we identify two kinds of communication about information to be advertised by all agents in an organization. These advertisements involve  either the basic intentions associated with acceptance of a role or with specific intentions adopted by an agent in support of individual or teams goals.

Information Provision (IP) advertisements declare that the agent sending the message has an intention to achieve some purpose or execute some plan that results in it having information of the specified type. This signals an intention that it will answer queries with the identified classes of content, or provide such information on receipt of a subscription request. Information may be requested either on a periodic or ‘as learned’ basis. Information Provision advertisements are not retracted unless the original intention is aborted. IP advertisements are denoted as either Active (IPA) or Passive (IPP), depending upon whether the agent is actively pursuing the acquisition of the information, or merely serving as a passive, but opportunistic, gatherer and provider of that information. 

Information Requirements (IR) advertisements declare that the agent sending the message has an intention to achieve some objective requiring the information. The requirement may be either for the purpose of planning how to achieve the intent, in order to execute a conditional plan, or for other use during execution (i.e., processing of discovered information).

Simultaneously advertising an IR and IP over the same class of content suggests the agent’s role as a ‘knowledge source’ for that information in the future. The agent will both collect the information from anyone who provides it and provide the information when needed to others. Furthermore, some ‘knowledge sources’ are active sources in the sense that they will perform actions to acquire the information (or direct teams that do so). Such agents issue IPA advertisements, which further indicate that they may adapt existing plans to acquire content they do not have at the time queried in order to acquire the information sooner. 

IP and IR advertisements associated with an operation are immediately announced to team members upon the agent’s intention to perform that operation. An agent, upon learning of an IP advertisement that matches the class of content it requires, may initiate a subscription protocol with the agent advertising the IP, enabling it to automatically receive the desired information upon its availability, or with a specified delivery schedule. The subscription request details the specific information desired, the rate at which the information should be delivered (e.g., on-occurrence, on-completion, or periodic with a given period, such as every once a day), and the level of detail to be provided (e.g., full vs. a specified summary level). Subscriptions may be removed after an information requirement ceases to exist.

Figure 1 illustrates this process.  At time t0, agents B and C receive a team objective g from agent A, with subgoals g1 and g2, for B and C respectively.  After developing intentions to perform for g1 and g2, B and C broadcast the IPs and IRs associated with those intentions. Agent B broadcasts an information requirement advertisement, IRi​ requesting information of content class i and agent C broadcasts an information provision advertisement,
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Figure 1: Information sharing protocol using IP and IR advertisements

The information needed for this policy is embedded in characterizations of agent roles. An agent role, R(N, T, (, C, I, M, S), includes six main elements: the name of the role (N), the team of which this role is a member (T), the set of resources required by this role, the capabilities to be provided by agents filling the role (C), the default intentions initiated by accepting the role (I), the set of roles which are managers of agents in this role (M), and lastly, the set of subordinate roles to this role (S). IP and IR advertisements are explicit aspects of capabilities and intentions. Capabilities are things that role agents may be asked intend to achieve, C(Sig,IP,IR,(,Rep). They are described by these elements: 

· A signature (Sig) for requesting the capability of the agent, 

· Information provision (IP(()) and information requirement (IR(()) forms containing descriptions of the type of content provided or required as a semantic ‘pattern’ ((), which is further refined as specific intentions are formed for the capability, and the advertisements created. 

· Required resources ((),and finally, 

· A set of default reporting guidelines (Rep). 

Reporting guidelines, Rep(t,P) are default information subscription requests associated with a task. They include a description of the report type (status, failure, problem, result) and its information content, and a set of policies, P(r,p,d) which includes the receiver (r), of the report, the reporting period (p), which is the time interval for reporting, but can also be on demand or upon the occurrence of an event, and lastly the level of detail (d),  to be included in the report. 

The dispersal of information both within teams and also between teams is critical to large organizations. Many military operations involve coordination and cooperation between various branches of the military and across groups with different functional roles, such as Intelligence, Operations, Logistics.  These groups have a high degree of overlap in their information requirements.  For example, field agents, such as Delivery Trucks and Engineers (who also use trucks) may be working in overlapping regions and desire to traverse many of the same roads and bridges, regardless of whether they’re part of the Operations team, the Intelligence team, or as part of a simulated nongovernmental agency such as the Red Cross. Helicopter teams can often identify information of great utility to these trucks, and vice versa. Passability information is needed for all of these agents to plan routes. Furthermore, these agents, in traveling, may obtain information that, while not relevant to themselves, is of value to other agents who may or may not be directly a member of the same team.

In order to support information sharing through IP and IR advertisements, an information sharing protocol has been established to facilitate the dispersal of advertisements within and among teams. In most of our applications teams are organized hierarchically, though that is not critical to our model. What is important is that agents are often members of more than one team. For example, an Operations agent may be a staff member on the Joint Task Force (JTF), and also the leader of the subordinate Operations team. These multi-team agents enable the sharing of information across teams. A Liaison agent may be used, often in conjunction with a Translation agent, to facilitate communication and information sharing between organizations with no common members. 

We have developed a number of rules that govern dissemination of information advertisements between team members, and their forwarding to adjacent teams. A subset of these are shown in Figure 2. Rules 1 and 2 support the sharing of IPs and IRs associated with basic intentions that are a part of the acceptance of a role. Upon acceptance of a role, an agent shares all IPs and IRs associated with that role with all team members. Rules 4 and 5 govern the sharing of IPs and IRs associated with an agent’s capabilities. Upon acquiring an intention to described by an agent capability, the agent shares the associated IPs and IRs with its team members. Rule 6 specifies that IPs and IRs should be ‘passed on’ to other team agents even if the agent is not the originator of the advertisement. Rule 8 governs whom an agent should inform if and when it acquires information pertinent to an IR. Finally, rules 3 and 7 allow for the retraction of IRs upon completion of an intention. IPs are not normally retracted, as agent may continue to provide information. 

Rule 1. An agent (x), after accepting a role (R) on a team, tells all teams, of which it is a member, the information it can provide (IPs) as a function of its default intensions (I).

(x [(k ( x(T​k [(y(x(Tk ( tell(x, y, IPI​)]]

Rule 2. An agent (x), after accepting a role (R) on a team, tells all teams, of which it is a member, of any information requirements (IR) associated with its default intentions (I).

(x [(k ( x(T​k [(y(x(Tk ( tell(x, y,
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Rule 3. After an agent (x) completes an intention (I), it retracts all IRs associated with that intention from all team members.

(x [(k ( x(T​k [(y(x(Tk ( tell(x, y,¬
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Rule 4. Upon generating an intention for a capability (C) an agent (x) tells all team members of any IRs associated with that capability.

(x [(k ( x(T​k [(y(x(Tk ( tell(x, y,
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Rule 5. After an agent (x) completes an intention formed for a capability (C), it retracts all IRs associated with that capability from all team members.

(x [(k ( x(T​k [(y(x(Tk ( tell(x, y,
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Rule 6. An agent (y) shares all IRs it is told about with all teams it is a member of, except the teams from which the originating agent (x) is a member.

(y[tell(x, y, IR) ( (k ( y(T​k (x(Tk [(z(y(Tk [tell(y, z, IR(x,())]

Rule 7. An agent (y) informs all team members of any IR retractions it is told about.

(y[tell(x, y, IR) ( (k ( y(T​k (x(Tk [(z(y(Tk [tell(y, z,¬IR(x,())]

Rule 8. If an agent (x) has a belief (
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) that matches the information content of an IR from another agent (y), agent x tells agent y belief 
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, provided agent x has a means for communicating with agent y, otherwise agent x tells the agent (z) which had communicated the IR.

(x[bel(x,
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) ( tell(z,x,IR(y,()) ( match(
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IF comm(x,y) THEN tell(x,y,
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Figure 2: IP/IR dissemination rules.

Additional rules (not shown) are required for determining when and how IRs should be combined. Ultimately, organizational workflow analyses may be needed to discover when it is advantageous for an agent to become an information collector/provider for a team of agents with intersecting information requirements.

4 Applications

The information sharing protocol described above has been and is currently being evaluated in the context of several applications.

4.1 Coalition Operations Experiment

As part of the DARPA Control of Agent-Based Systems (CoABS) program, we participated in the Coalition Agents Experiment (CoAX), designed around a fictitious military scenario, Binni [Rathmell, 1999], with a focus on military coalition operations. The Binni scenario is set in the year 2012 and involves an escalating conflict between three fictitious countries: Binni, Gao, and Agadez. A coalition of multinational peacekeeping forces is brought in to stop the conflict. During the course of the scenario, a fictitious country, Arabello, is asked to join the coalition, in part, to help locate a hostile submarine. 

The Binni scenario was designed to model the complexities and nuances of the relationships, including information sharing policies, between different countries that make up coalition peacekeeping forces. The addition of Arabello into the coalition requires the dynamic dissemination of information regarding Arabello’s capabilities, intentions, and requirements.
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Figure 3: Discovery and Subscription to Arabello Intel Services


Figure 3 illustrates the dissemination of IPs and IRs that occur as a result of Arabello joining the coalition.  IP advertisements were issued by Arabello announcing the information and services available to coalition forces, and IR announcements were generated by coalition agents requesting information regarding submarine activity in the Red Sea. Advertisements were forwarded from agents in the coalition domain to coalition members representing U.S forces, enabling agents specialized in submarine tracking to subscribe to intelligence reports generated by Arabello forces. Several methods for information dissemination were used, including a DAML Semantic Matchmaker agent [Paolucci et al., 2002] and the agent registration and search features of the CoABS Grid [Grid, 2000].

4.2 Mixed-Initiative Control of UAVs
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Figure 4: UAV SEAD Mission

Another project involves multiple layers of mixed-initiative agent control including for dynamic team formation and path planning in the context of a Un-manned Aerial Vehicle (UAV) scenarios.  Figure 4 shows a snapshot of the human commander’s view of a dynamically generated plan to perform suppression of enemy air defenses (SEAD), which involves locating and destroying missile sites (the brown objects surrounded by yellow circles) in a specific geographical region.

One example of where our information sharing protocol comes in handy is when a bomb damage assessment (BDA) goals is given to a UAV agent.  To satisfy a BDA goal, a UAV must learn the current status of a SAM site, whether it is active or destroyed.  When accepting a BDA goal, an agent would issue an active IP and an IR for the status of a certain SAM site.  Other UAVs might learn about the status of a SAM site indirectly through their threat warning radar, which detects when a SAM site’s tracking radar has locked on to the UAV.  After first infering that a hit from the threat warning radar implies an active SAM site, a UAV can match this fact to outstanding IRs from other agents and provide helpful information to those agents.  This allows the BDA tasked agent to satisfy its goal of learning the status of a SAM site without having to fly close enough to take a picture, which can be a dangerous operation if the SAM site is still active.

5 Future Directions

Unlike many AI plan representations, shared team plans within organizations often represent large-scale activities with many repetitive elements. The team plans in CoAX, for example, do not specify a sequence of tasks to be accomplished by different agents in series, but rather a set of parallel activities arranged (by support relations) in a workflow network. The team agents handle repetitive subtasks where each cycle supports a subtask of another agent, supporting its overall objective. One of the goals of our model, motivating the use of subscription policies, is to enable agents to reprioritize or reorder their information gathering tasks to support the near-term, higher priority tasks of the agents they are supporting. 

We are still in the process of formalizing this kind of interaction, as it requires a more complex model of the agents’ involved, and the relationships between their tasks. The staff agents must be able to dynamically reorder their pending activities based not only on their own internal priorities, but those of the team members that they are supporting, and the team leader that is tasking them all. We mention it here because we see it as an instance of one of the fundamental issues for mixed-initiative control of agent teams. Humans controlling teams of agents on large-scale tasks need to be able to redirect the agents by reference to collections of subtasks that are shared across team members, as well as by delineating which individual agent on the team is to have a particular responsibility.

6 Conclusion

We have illustrated the need for dynamic information sharing among teams of humans and agents and have described a framework designed to facilitate appropriate levels of information sharing between team members. Our key observation is that information needs, as well as agent capabilities to achieve classes of intentions must be shared among teams and across organizations. In many cases, the information sharing needs and provision capabilities need wider dissemination than the sharing of team intentions. By using an approach where the announcement of intentions is accompanied by information about relevant information needs and expected information acquisition activities, we create an environment where agents can develop their own information flow models dynamically. This is critical to mixed-initiative command and control of such systems as it removes the burden from users who might otherwise need to explicitly characterize which agents needed to communicate to achieve team objectives.
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