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ABSTRACT
Evaluation of mixed-initiative systems is an evolving field of study.  Information Extraction and Transport (IET) has been conducting large-scale knowledge base evaluations for the past six years.  We describe an approach to mixed-initiative systems evaluation that was devised for DARPA’s Rapid Knowledge Formation (RKF) program and how this was implemented in the course of two very distinct domain challenge problems.  We assess the methods and results used and make recommendations for future mixed-initiative evaluations. 

INTRODUCTION

Rapid Knowledge Formation (RKF) is a DARPA-funded program to develop technology that will enable subject matter experts (SMEs) without training in logic or knowledge representation to enter and modify knowledge into a knowledge base.  Two experiments to evaluate the mixed-initiative systems, one during the summer of 2001, the other during the fall of 2002, were conducted.  The efficacy of these experiments affords insights into the benefits and pitfalls of various mixed-initiative evaluation methods.  

In the following, we describe two experimental challenge problems, the two integration teams’ knowledge capture approaches, and the evaluation methodologies. We end the paper by focusing on the methods of evaluation and the meaning of the generated results for the future of such evaluations.
CHALLENGE PROBLEM

Two technology development teams (led by Cycorp and SRI International) responded to the RKF challenge problems (posed by an independent evaluator—IET) by developing integrated toolsets suitable for knowledge capture and reasoning in the challenge problem domains.  In the summer of 2001, Year 1 (Y1) of the program, the domain was molecular biology
.  The participants attempted to enter a section from a college level textbook [13].  The chapter selections focused on the topic of DNA transcription.  This topic allowed for rich opportunities to test the systems in the areas of spatial and temporal representation, as well as process description.  In addition to the main evaluation, participants were allowed to select a topic within molecular biology to represent in the knowledge base they were creating
.  The participants in Y1 were seven graduate students and one advanced undergrad studying molecular biology (four students for each team’s toolset). 

The goals of Y1 were to enable SMEs to enter sophisticated knowledge, making advances in naïve users’ abilities to represent processes, temporal ordering, spatial relations, etc., but also to provide a rigorous test of the systems’ ability to enable users to enter basic facts and create more straightforward types of knowledge. 

The second year’s (Y2) challenge problem focused on military course of action (COA)
 critiquing.  Two pairs of retired U.S. Army SMEs (one pair for each team’s toolset) then exercised the developed toolsets over a period of one week, with time and effort divided roughly equally between capturing COAs themselves and capturing COA critiquing rules.  The SMEs were given the following:

· Maps showing major terrain features such as roadways, towns, and bodies of water

· Positions of both Red and Blue forces

· COAs in text form, detailing both the overall mission and the specific COAs for various units

Knowledge-based critiquing requires capture of principles that military personnel use to assess the quality of the standard COA critiquing criteria
.  From a set of such criteria, developed by the evaluator and evaluator-collaborating SMEs who did not participate in the evaluation phase of the experiment, evaluation-participating SMEs chose the criteria they deemed to be most salient to the COAs presented and wrote rules to automate COA critiquing.
 This involved articulating rules for violation of spatial and temporal constraints on COAs, plan recognition, logistical consideration, negation reasoning, and other knowledge representation (KR) issues
.  The Y2 focus on rules increased the difficulty of the Y2, as compared to Y1, knowledge capture challenge significantly.

TECHNOLOGY PROVIDERS

In mixed-initiative evaluations there are, by definition, multiple components to evaluate.  In RKF, IET made it an explicit goal that the knowledge capture systems, rather than the users, be the focus of the evaluation.  We took for granted that the SMEs were capable of performing all the proposed evaluation reasoning tasks without the aide of a knowledge-based system (KBS).  This left us to focus on how easy it was to teach the systems and how well the systems were able to learn.

In Y2, both teams’ toolsets incorporated Northwestern University’s NuSketch Battlespace tool [1] that supported SMEs’ capturing the pre-authored COAs themselves, including force placement, the timeline for battle, the motivations behind various attacks, and the actual path of travel for the various Blue units.  Both teams imported NuSketch output to develop COA representations that could then be subjected to critiquing.  No attempt was made to isolate and quantify the effect of Nusketch’s integration on overall performance, although this would be an interesting evaluation question as anecdotal evidence suggested that its graphical interface greatly increased the rate of rudimentary knowledge acquisition, i.e., simple process and terrain description. 

Cycorp’s KRAKEN System

A substantial KB based on a higher-order formal predicate logic supports Cycorp’s KRAKEN tools.  The key strategies of SME-oriented KB interaction are natural language (NL) presentation and a knowledge-driven acquisition dialog with limited NL understanding.  The KB includes thousands of predicates and understands thousands of English verbs.  Cycorp’s approach might be described as maximalistic, domain pluralistic, and conceptually precise.  The KRAKEN tools aim to exploit (as leverage) a substantial KB, Cycorp’s knowledge base, Cyc, to bring SMEs up an otherwise-steep learning curve by productive collaboration in this sophisticated knowledge representation milieu.  For a more detailed description of the state of KRAKEN before the experiment, see [5].  We note below some significant additions in support of the experiment. 

Cyc facilitated knowledge construction in various ways.  First, a key element of the KRAKEN tool is the Salient Descriptor.  This tool relies on KB content to help it guide SMEs through a dialogue for generating relatively complete axiomatizations
.  By posing queries to the user based on such rules, the Salient Descriptor is able to elicit more knowledge from SMEs based on initial SME inputs.  It also guides users further down the subtype (genls) hierarchy so that users can quickly identify more accurate subclasses under which to categorize the new concept if a more specific subclass applies
.  

Compared to the KRAKEN system described in [5], the experimental system in Y2 included improved rule-writing support and NL processing—significantly advancing KRAKEN’s support for users’ authoring rules. Also, (as also noted below for SRI’s SHAKEN system), the Y2 KRAKEN included a means to translate NuSketch outputs into KB assertions.  NuSketch was used only as an initial segment in the COA development process for KRAKEN: the users substantially refined their COAs using the other facilities in the toolset. The interface on the KRAKEN query tool was simplified from Y2, and made domain-relevant, and a set of very general queries—for example, “Does COA X score positive with respect to Enemy Engagement”—potentially salient to COA critiquing was created prior to the evaluation process.  This allowed SMEs to invoke the general queries throughout the process.  The presentation of answers and justifications allowed SMEs to identify lacunae and errors relevant to the SME-created knowledge or the KB.  Such functionality was not available in Y1.

SRI’s SHAKEN System

The SHAKEN KR and KA system was designed for using graphs, or concept maps (CMaps), to represent concepts, processes, and situations [6].  A root node represented a universal quantification, while other nodes in the graph represented existentials bound to the universal via relations specified in graph arcs (see Figure 1).  This approach was well suited to the molecular biology knowledge developed in Y1.  However, the COA critiquing task is much different, requiring articulation of which kinds of situations are relevant to the critique and indication of whether, and to what extent, instances of such situations are desirable. 
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Figure 1 Notional CMap and Logical Mapping

Hence, representing COA critiquing principles required the ability to represent concept maps corresponding to a very different general logical schema than that used in the pre-experimental system.  In the Y2 SHAKEN system for COA critiquing, the root node relates a universal characterization to some property that instances of the universal generalization will hold.  While the logic underlying the representations changed significantly between Y1 and Y2, there was minimal alteration of how SMEs interacted with the system.  The interface continued to highly graphical (vice Cycorp’s highly textual interfaces).  Some of the new functionality, such as the ability to use negation, was much needed but from the evaluator standpoint did not alter IET’s approach.   For a more detailed discussion of improvements to SHAKEN in support of the experiment, see [8] and [7].

EVALUATION METHODS

Overview

KB evaluation occurred along three dimensions: functional performance (with subjective metrics), economics (with objective metrics), and intrinsic quality (subjective and non-metric).  Below we elaborate on these dimensions and our methodology.  We will then describe the evaluations in Y1 and Y2 in particular.

To evaluate functional performance, we follow Cohen et al. [3] in posing test questions (TQs) to authored KBs and scoring their answers against defined criteria.  Our criteria fall into three major categories: Representation (with criteria Query Formulation, Term Quality, and Compositionality), Answer (with criterion Correctness, only), and Explanation (with criteria Content Adequacy, Content Relevance, Intelligibility, and Organization).  While the Answer category obviously addresses a KB’s functional performance, we argue that high-quality question representations and explanations also confer valuable (input- and output-oriented) functionality to KBs.  

To evaluate economics, we follow Cohen et al. [12] in addressing reuse—the extent to which knowledge created earlier is exploited in the creation of subsequent knowledge.  Other things being equal, greater reuse is considered more economical.    

Others—[9], [10]—had suggested (without employing, to our knowledge, in large-scale comparative evaluation) qualitative criteria for assessing intrinsic properties of KBs and ontologies.  Inspired by these, we formed a KB Quality Review Panel from among technology providers and evaluators to assess the following properties: Clarity or Style, Maintainability or Reusability, Correctness or Accuracy, Appropriate Generality, Appropriate Organization, and Logical Propriety.  While we discussed making this evaluation quantitative (by adapting our Functional Performance scoring methodology described below), the Panel ultimately agreed that free form commenting along these dimensions would be the most fruitful initial step.  

We drew on two other sources, besides the Panel, in our subjective qualitative evaluation: post-evaluation SME survey responses and evaluator observations.
RKF Evaluation Year 1

Evaluation Guidelines
In preparation for the evaluations, technology providers were allowed to train the SMEs over the course of one month, using their own training materials and a section of the textbook chapter that had been set aside for such training.  Teams did not make use of every day in the provided month but SMEs did receive one and a half weeks of training at a minimum.  After the start of the evaluation proper, a one-month period, teams’ access to the SMEs was severely limited.  IET provided an intermediary, a “gatekeeper” knowledge engineer (GKE)—the GKE communicated between SMEs and teams’ knowledge engineers (KEs) as needed.  GKEs also provided on-the-spot consultations for the SMEs, answering questions regarding the evaluation procedures, how to use the teams’ tools, and occasionally simple KR questions.  KR questions that raised complex representation issues were passed on the appropriate technology provider.  Teams’ answers to the SMEs’ questions were vetted by IET to ensure that teams were continuing to teach SMEs how to use the systems, rather than showing them a direct answer to a particular question.

IET anticipated that several SMEs might have the same question/problem or one SME might ask a question the answer to which would be of general interest/use to the rest of the SMEs.  At such points, general principle documents (GPDs) could be prepared by teams.  GPDs were conceived of as consistent with intra-evaluation SME training.  They were not to refer directly to any SMEs’ work (or to evaluation-target knowledge in general) but instead instruct SMEs on general principles helpful in either ECB section or CQ authoring.

The teams were allowed to repair all GUI-related problems throughout the evaluation.  However there were strict restrictions on repairs allowed to the knowledge content with which the SMEs were working.  All repairs to the knowledge bases (KBs) had to be shared with IET, along with a rational for the repair if requested.

In addition to the SMEs, KEs from each team also attempted the representation and question answering tasks.  This parallel experiment was conducted in order to expose differences between KEs and SMEs working on the same problems.  KEs participating in the reference experiment were not restricted in any of the guidelines for SMEs—KEs were allowed to discuss issues directly with other KEs on their team.

Evaluation Methods
The test questions (TQs) were developed for each textbook section for evaluating functional performance—IET followed the textbooks own breakdown into subsections.  The TQs given to SMEs were straightforward and at times taken directly from the text.  These questions covered concepts and relationships fundamental to each section.   Table 1 presents four examples of questions used in the evaluation. 

Table 1 Sample Questions from RKF Y1

	ID
	Question

	ECB-7.1.1-13
	What nucleotide base forms pairs with adenine nucleotides in RNA?

	ECB-7.1.1-23
	Describe the structure of RNA.

	ECB-7.1.3-75
	What is messenger RNA and what is its function?

	ECB-7.1.5-284
	Upon what kind of RNA is polyadenylation carried out?


IET’s objective in using such TQs was for SMEs to answer/attempt a large enough sample of questions to allow for a meaningful performance evaluation with respect to the sections for which SMEs had authored knowledge.

In addition to scored questions, KB economic data was collected.  IET and the RKF community were very interested in measuring the amount of reuse of SME-created knowledge. 

A subjective evaluation, done by means of a KB Quality Review Panel (QRP), also occurred.  Members of the RKF research community served on the panel, examining a selection of the KBs created by the participating SMEs.  The KBs were selected based on performance on the functional component of the evaluation—the highest scoring KBs were used.
RKF Evaluation Year 2

Evaluation Guidelines

There were many changes made for the Y2 evaluations.  One of the most dramatic changes was that SMEs were allowed to interact with KEs throughout the evaluation.  KEs were asked not to offer help unless it was requested and were prohibited from doing SMEs’ work for them.  Due the presence of KEs, GKEs were less vital.  IET personnel did monitor the KE-SME interactions throughout the evaluations on a random basis to ensure the evaluation process was being followed.  Also due to the KE presence, GPDs were determined not to be necessary.  GUI repairs continued to be allowable throughout the evaluation, with the appropriate reports and explanations generated by the teams.  

As in Y1, SMEs were given training with the tools prior to the official evaluation period.  During training, no restrictions on how SMEs and KEs interacted were in place.  In Y2, training took two forms.  SMEs were trained use sample COAs and other non-COA related training materials the teams had developed.  In addition to that somewhat “traditional” training, SMEs also participated in an evaluation dry run.  This was conducted under the guidelines similar to those governing the final evaluation but teams were allowed to intervene more and continue the SMEs training using the SMEs own work as examples.  Training lasted approximately two weeks; the final evaluation lasted one week. 

Evaluation Methods
As in Y1, we evaluated SMEs’ authored knowledge (critiquing rules) using three approaches with different bases: 1) functional performance, 2) economics, and 3) intrinsic quality.  Further information and documentation are available at [2].  

Functional performance evaluation had two phases.  The first phase assessed the quality of the SME-authored COAs by posing test questions to the tools for reasoning about the authored KBs and scoring returned answers against defined criteria.  These questions were intended to be diagnostic COA questions rather than critiquing questions.  Table 2 presents three sample questions used for this purpose.  

Table 2 Sample Questions from RKF Y2

	ID
	Test Question

	1.
	Which avenue of approach is exploited as the main attack axis of advance in the COA?

	2.
	What is the objective end state of this COA?

	3.
	Does the supporting attack occur before or after the main attack?


The second phase evaluated the system-generated critiques by comparing them to (textual) manually authored critiques for the same COAs (prepared by the evaluation-participating SMEs in advance of critiquing rules capture).  IET performed this component of the evaluation.  In economic evaluation (following [3]), we measured in situ knowledge reuse as an indication of knowledge generality.  

In Y2, evaluation-participating SME themselves evaluated system critiques for correctness and quality, as determined by a manual comparison to a critique generated by the participating SME.  This process was greatly different from the Y1 evaluations where IET scored all questions and answers.  As in Y1, beyond considering the raw judgments, explanations were investigated—whether each system gave appropriate rationale and considered relevant circumstances.  Quality considerations involved correctness and completeness of explanation, dropping the majority of the scoring categories from Y1.

CONCLUSIONS

The IET methodology was allowed to evolve as we learned from each successive evaluation.  While each development offered the best possible evaluation, the evolutionary nature makes it nearly impossible to draw conclusions regarding what worked best and why.  Instead we will draw out the main themes present over the two years of on-going evaluation work.

In developing challenge problems, IET is careful to keep in mind that the evaluations should be useful to those evaluated.  In most cases, evaluation serves two purposes.  The first is providing a yardstick by which technology progress could be measured—this is useful to the contracting agency (DARPA in this case).  The second is to aide developers in identifying areas for future technology research.  To meet both of these goals, early releases of challenge problem specifications, including evaluation methods, proved essential.  Drafts provided opportunities for feedback from all involved leading to improved final products and a clearer understanding within the community of expectations for the technology.

As presented above, IET relied on numerous evaluation styles in each evaluation.  The three evaluation styles used complement one another and highlight various aspects of how the technology is performing.  The different quantitative metrics assist in each other’s mutual interpretation (as, for example, Functional Performance aides in understanding Reuse), acting together as a synergistic set of reinforcements and consistency checks.  The effectiveness of the KB authoring enterprise will continue to grow as the collective body of such techniques for understanding quality issues in KB artifacts, tools, and process continues to mature in a science of knowledge development.  

However, there is much work to be done in making such metrics scientific.  Having clear criteria helps to legitimize evaluation results.  Evaluation results generated by scoring (by either SMEs or AI experts) only become useful when the criteria used is understood both by the scorers and by the community attempting to use the results.  IET found that producing such descriptions required more effort than estimated.  Also, without testing, the criteria can remain academic.  For instance, in Y1, we had attempted to categorize questions types into look-up questions and those requiring explanations along with their answers.  After initial testing, the categorization of questions was dropped.  Any questions, it turned out, could generate an answer with an explanation.  Categories were greatly revised in the Y2 evaluation.  In Y1, questions and answers were scored along eight categories.  In Y2, correctness and quality were chosen as the focus for the SME-based evaluation because they were the most relevant to the SMEs’ work.  IET reworked the Y1 scoring categories to increase the precision of the definitions.  This was done to increase the usefulness of the categories used by IET for the RKF community.  Only when applying metrics to actual data do such issues come to light.  

This emphasizes the need for dry run evaluations.  Just as drafts of the challenge problem specification are useful, dry runs allow the community to come to even greater consensus regarding how the evaluation will be implemented.  The evaluation participants benefit from this form of training as well—they can ask any questions the methods or tasks might rise without the restrictions in place during the actual evaluations.

One cannot ignore the role of the participants in mixed-initiative systems.  It was the case that some SMEs performed better than others in both Y1 and Y2.  In Y1, we allowed the teams to prepare tests for the SMEs.  Teams were allowed to make requests for SMEs based on the test results.  Upon review, the tests were not a very accurate predictor of performance.  However, if the goals of a given evaluation were pointed enough, one could create a skills test that would help identify SMEs well suited to a particular evaluation.  Perhaps in the future an artificial SME could be created to mimic human interactions with the systems in highly controlled ways to even better test specific components of KBSs. 

We learned much from the Y1 evaluations regarding how to treat participants.  The evaluation period (one month) proved to be overly long.  SMEs became very frustrated with the experimental systems and the numerous bugs present in the systems.  In Y2, the evaluation period was shortened to one week.  This proved to be more effective—the SMEs stayed focused throughout the evaluation.  What is of course lost in a shorter evaluation is a test of the systems’ durability over time and a measure of the SMEs’ continued satisfaction over time.

In Y2, we used the SMEs participating in the evaluation as evaluators as well as participants.  This reflected a tension we saw between satisfaction of AI experts and satisfaction of (SME) users.  In Y1, the focus was very much on the quality of the KBs produced as judged by AI experts.  In Y2, we also provided a much need place for feedback by SMEs on their impressions of the quality of the knowledge developed as well as the tools and KBS in general (as was done in Y1).  These evaluations were done in the context of COA critiquing and served to bolster the AI expert evaluations done by IET.

Recognizing the utility of non-metric, subjective evaluation, we drew on several other sources besides the QRP: intra-evaluation SME scoring (mentioned above), post-evaluation SME survey responses and evaluator observations.  Findings regarding RKF tools’ strengths and weaknesses were consistent across all sources.  The QRP findings were valuable because they placed the SME-created knowledge in a context.  The context was often helpful in understanding how the tools could be made to support SMEs better.  

This does not negate the fact that all styles of evaluation have their uses in different contexts.  Quantitative metrics are genuinely valuable for some purposes—e.g., providing benchmarks and revealing areas of strengths and weaknesses to developers or demonstrating progress against program goals to numbers-oriented supervisors.  However, from a system/process engineering, diagnostic point of view, subjective qualitative assessment remains by far the most useful.  This is borne out by the substance of the conclusions based on this activity and by the incorporation of insights and adoption of suggestions by technology providers working to develop the next generation of SME-empowering KB authoring tools.

As useful as qualitative feedback is, the future of evaluation will most likely depend on greater automation.  In order to automate, there will need to be a better understanding of the criteria by which we wish to judge KBSs.  Increasing the specificity of the criteria would be helpful in automating more components of evaluation.  As it stands, evaluation is intensely labor-intensive.  As KBSs grow in size, qualitative evaluation will become increasingly difficult to undertake. 

There are several obstacles to automated evaluations.  Currently, there is no agreed upon standard for KB quality.  Also, there is no standard by which to judge a successful interaction between a user and a system.  The user can of course report on his/her satisfaction with the interaction but without investigating the result, we may be misled.  A user could enjoy working with a system but in fact not be generated high quality results in conjunction with that system.  Qualitative evaluations can better investigate the entirety of the interactions and the resultant knowledge.  But the qualitative standards are currently overly subjective.  

For this reason, methods such as TQs, which can be scored against objective measures, continue to be useful.  However while TQs can be useful—as objective measures, as a focusing device for technology development—they can also lead technology developers and SMEs astray.  Development by teams is done in support of TQs, and scoring well, rather than the bigger goal of SME authored KBs.  SMEs are also guilty, engineering their knowledge to suit the TQs rather than developing KBs fully. 

The utility of TQs to the program was greatly increased by carefully specifying: a) the number of criteria by which TQs would be evaluated and b) the grading criteria for each of these criteria.  First, regarding (a), the ability to query a system and understand its responses is almost as important as the system’s ability to perform reasoning in response to a particular.  Hence, IET assessed TQs in terms of accuracy and reusability of the TQs, the clarity of responses, as well as the correctness of responses.  This resulted in more useful evaluation results insofar as ad-hoc representations and efforts were penalized appropriately.  Regarding (b), IET observed that increasing the number of well-defined criteria and the specificity of the scoring standards actually eased the work of the scorers, increased accuracy and decreased second-guessing about scores from evaluation participants. It is also worth noting that TQs investigate the artifact created, not the process by which it was created.  As such, TQs are not helpful in investigating the SMEs’ experience using the systems.  In mixed initiative systems, both are in need of evaluation.   

A final consideration for future evaluations concerns the participants.  Methods need to be developed to track and measure the effectiveness collaboration between different kinds of users or experts.  During Y1 and Y2 IET observed that some kinds of KR tasks were nearly impossible for SMEs operating without any opportunity to consult with a knowledge engineer, to perform or perform effectively.  However, these tasks were achievable after a reasonable amount of consultation with a qualified knowledge engineer.   It would be useful to design methods to track and measure the effectiveness of such interaction in order to maximize its efficiency, i.e., exploiting the strengths of the knowledge capture tools and the expertise of the KE to maximum advantage. IET did make use of time tracking sheets that helped SMEs to record how their time was spent, including consultations.  What we found was that this method was unreliable—SMEs did not record their time as they spent it, leaving them to estimate at the end of the day.  Also, this method does not address questions such as: At what point in the KA process should the SME consult with an SME?  How often should they consult, for how long?  An open research question is how to track these interactions in a scientific, principled way, developing results that shed light on the nature of such interactions.    
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� For information about the RKF program generally, see � HYPERLINK "http://reliant.teknowledge.com/RKF/" ��http://reliant.teknowledge.com/RKF/�.  


� More comprehensive information about the experiment—including a full challenge problem specification—is available at � HYPERLINK "http://www.iet.com/RKF/" ��http://www.iet.com/RKF/�.


� This portion of the evaluation will not be discussed in this paper due to length considerations.  For a full description, please see � HYPERLINK "http://www.iet.com/Projects/RKF/EKCP-spec--v2.01.doc" ��http://www.iet.com/Projects/RKF/EKCP-spec--v2.01.doc�. 


� A military COA is a plan for capturing or defending some objective, or for engaging an opponent in a particular battle or series of battles � REF _Ref39046529 \r \h � \* MERGEFORMAT �[7]�.  


� These included such considerations as risk, preparedness, terrain suitability, position for follow-on, maneuver effectiveness, command and control, logistics support, resource use, synchronization, deception operation use, simplicity, relative combat power, blue reserve availability, security, time constraints, enemy vulnerability and a number of other considerations.


� More comprehensive information about the experiment—including a full challenge problem specification—is available at � HYPERLINK "http://www.iet.com/Projects/RKF/" ��http://www.iet.com/Projects/RKF/�.  


� By way of example, one SME’s assessment of the “Risk” criterion for one COA follows:


The greatest risk is that the Main Attack will get bogged down and the 23rd Armored Div will be unable to maintain the speed of the attack and reach Bridge 1 in time.


� More information on Cycorp and the Cyc system is available at � HYPERLINK "http://www.cyc.com/" ��http://www.cyc.com/�. 


� For example, a rule might state that if X is a Military Vehicle, it is useful to know which military forces are in possession of such objects or what kinds of weaponry are found on such vehicles, and so on.  


� For example, if an SME attempted to create an instance or type of #$MilitaryTank, the system used facts in its knowledge base to elicit further relevant facts about the tank type, for example, size, fording depth, and kinds of military unit with which it is typically associated.


� More information on SRI and SHAKEN is available at � HYPERLINK "http://www.ai.sri.com/project/SHAKEN" ��http://www.ai.sri.com/project/SHAKEN�.


� For further discussion of this evaluation, see � REF _Ref39045061 \r \h ��[4]�.


� For further discussion of this evaluation, see � REF _Ref41839609 \r \h ��[12]�.
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