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Abstract 

Over the years we have developed the Disciple theory, methodology, and family of tools for 

building knowledge-based agents. This approach consists in developing an agent shell that can 

be taught directly by a subject matter expert, in a way that resembles how the expert would teach 

a human apprentice when solving problems in cooperation. This paper presents the most recent 

version of the Disciple approach and its implementation in the Disciple-RKF system. Disciple-

RKF is based on methods for mixed-initiative problem solving, where the expert solves the more 

creative problems and the agent solves the more routine ones, integrated teaching and learning, 

where the agent helps the expert to teach it, by asking relevant questions, and the expert helps the 

agent to learn, by providing examples, hints and explanations, and multistrategy learning, where 

the agent integrates multiple learning strategies, such as learning from examples, learning from 

explanations, and learning by analogy, to learn from the expert how to solves problems. 

Disciple-RKF has been successfully applied to build learning and reasoning agents for military 

center of gravity analysis, which are used in several courses at the US Army War College. 

 

Key Words: multistrategy apprenticeship learning, problem solving through task reduction, 

mixed-initiative reasoning, plausible version spaces, rule learning, ontology, agent development, 

military center of gravity analysis 
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1. INTRODUCTION 

For almost 20 years we have performed research on developing a theory and the associated 

methodologies and tools for building agents that incorporate the knowledge of a subject matter 

expert (Tecuci 1988, 1998; Boicu 2002).  

Our approach to this problem, which we have called the Disciple approach, consists in 

developing a problem solving and learning agent that can be taught directly by a subject matter 

expert to become a knowledge-based assistant. The expert should be able to teach the agent how 

to perform problem solving tasks in a way that is similar to how the expert would teach a person. 

For instance, the expert may show the agent how to solve specific problems, and may help it to 

understand the reasoning process. As the agent learns general problem solving rules from these 

problem solving examples and builds its knowledge base, the expert-agent interaction evolves 

from a teacher-student interaction toward an interaction where both collaborate in solving a 

problem. During this joint problem solving process, the agent learns not only from the 

contributions of the expert, but also from its own successful or unsuccessful problem solving 

attempts. This process is based on: 

• mixed-initiative problem solving (Tecuci et al., 1993), where the expert and the agent 

solve problems in cooperation and the agent learns from the contributions of the expert; 

• integrated learning and teaching, where the expert helps the agent to learn (for instance, 

by providing examples, hints and explanations), and the agent helps the expert to teach it 

(for instance, by asking relevant questions), and; 

• multistrategy learning (Michalski and Tecuci, 1994), where the agent integrates 

complementary strategies, such as learning from examples, learning from explanations, 

and learning by analogy, to learn general concepts and rules. 
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Over the years we have continuously extended and improved the Disciple approach, which is 

reflected in a sequence of increasingly more powerful problem solving and learning agents from 

the Disciple family of agents. The goal of this paper is to overview the knowledge 

representation, problem solving and learning methods of the most recent member of this family, 

Disciple-RKF, which has been developed as part of the DARPA’s Rapid Knowledge Formation 

(RKF) program (Tecuci et al., 2001). 

The next section introduces the military center of gravity analysis domain which was used as 

the main application domain of Disciple-RKF and will provide examples for presenting Disciple-

RKF. Section 3 presents the general architecture of Disciple-RKF, which integrates general 

components (usable across many application domains) and specific components (developed for a 

specific application domain to improve the usability and the efficiency of the agent). Section 4 

presents the task reduction paradigm, the general problem solving approach of Disciple-RKF, 

which allows it to be used in a wide variety of domains (such as action planning, military course 

of action critiquing, or center of gravity analysis), and for several purposes (such as, modeling 

the expert’s reasoning, mixed-initiative problem solving, and agent teaching and learning). 

Section 5 presents the knowledge representation of Disciple-RKF, which is based on the concept 

of plausible version space, allowing the agent to learn with an evolving representation language 

and to use partially learned knowledge in problem solving. This sets the stage for presenting the 

multistrategy learning methods of Disciple-RKF in section 6. These methods integrate learning 

from examples, learning from explanations, and learning by analogy. Section 7 presents an 

experiment with Disciple-RKF and its deployment at US Army War College. The paper 

concludes with a discussion of related research, current limitations of Disciple-RKF and, the 

main directions of future research. 
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2. SAMPLE APPLICATION DOMAIN:  

MILITARY CENTER OF GRAVITY ANALYSIS 

Military center of gravity analysis was used as a challenge problem in the DARPA’s RKF 

program to test the knowledge acquisition, learning and problem solving methods of Disciple-

RKF, and will be used in this paper to illustrate them. The concept of center of gravity, 

introduced by Karl von Clausewitz (1832), is fundamental to military strategy, denoting the 

primary source of moral or physical strength, power or resistance of a force (Strange, 1996). The 

most important objective of a force (state, alliance, coalition, or group), in any type of conflict, is 

to protect its own center of gravity while attacking the center of gravity of its enemy. Therefore, 

in the education of strategic leaders at all the U.S. senior military service colleges, there is great 

emphasis on the center of gravity analysis. This analysis requires a wide range of background 

knowledge not only from the military domain, but also from the political, psychosocial, 

economic, geographic, demographic, historic, international, and other domains (Giles and Galvin 

1996). In addition, the situation, the adversaries involved, their goals, and their capabilities can 

vary in important ways from one scenario to another. Therefore, this is a very good example of 

knowledge-intensive, expert problem solving, that a Disciple agent should be able to learn.  

Our approach to center of gravity analysis, based on the work of Strange (1996) and Giles 

and Galvin (1996), and developed with experts from the US Army War College, consists of two 

main phases: identification and testing. During the identification phase, center of gravity 

candidates from different elements of power of a force (such as government, military, people, 

economy) are identified. For instance, a strong leader is a center of gravity candidate with 

respect to the government of a force. Then, during the testing phase, each candidate is analyzed 

to determine whether it has all the critical capabilities that are necessary to be the center of 
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gravity. For example, a leader needs to be protected, stay informed, communicate (with the 

government, the military, and the people), be influential (with the government, the military, and 

the people), be a driving force, have support (from the government, the military, and the people), 

and be irreplaceable. For each capability, one needs to determine the existence of the essential 

conditions, resources and means that are required by that capability to be fully operative, and 

which of these, if any, represent critical vulnerabilities. 

 

3. AGENT ARCHITECTURE 

The architecture of Disciple-RKF includes the components from Figure 1, each implemented as a 

set of collaborative agents (Boicu et al., 2004). The core of the system is the learning agent shell, 

which has the following domain-independent components: 

• A problem solving component based on the task reduction paradigm of problem solving. 

Figure 1: General architecture of a Disciple agent. 
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It includes a modeling agent that helps the user to express his/her contributions to the 

problem solving process, a mixed-initiative (step-by-step) problem solving agent, and an 

autonomous problem solving agent. 

• A knowledge acquisition and learning component for acquiring and refining the 

knowledge of the agent, allowing a wide range of operations, including ontology import 

(from external knowledge repositories, such as CYC (Lenat, 1995)), user definition of 

knowledge base elements (through the use of editors and browsers), ontology learning, 

and rule learning. 

• A knowledge base manager which controls the access to and the updates of the 

knowledge base. Each module of Disciple-RKF can access the knowledge base only 

through the functions of the knowledge base manager. 

• A windows based, domain-independent, graphical user interface. 

The three components in the right hand side of Figure 1 are the typical domain dependent 

components of a Disciple-RKF agent that was customized for a specific application, such as 

center of gravity analysis: 

• A customized problem solving component that extends the basic task-reduction 

component in order to satisfy the specific problem solving requirements of the 

application domain. 

• Customized graphical user interfaces which are built for the specific Disciple-RKF agent 

to allow the experts and the end users to communicate with the agent as close as possible 

to the way they communicate in their domains. 

• The knowledge base of the Disciple-RKF agent that contains knowledge specific to the 

center of gravity analysis domain. 
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The next sections present the knowledge representation and the problem solving and learning 

methods implemented by these modules.  

 

4. PROBLEM SOLVING 

A Disciple-RKF agent performs problem solving tasks by using the task reduction paradigm 

(Nilsson 1971; Powell and Schmidt 1988). In this paradigm, a complex problem solving task is 

successively reduced to simpler tasks. Then the solutions of the simplest tasks are found and 

these solutions are successively combined into the solution of the initial task, as illustrated in the 

left hand side of Figure 2. 

In the Disciple approach we have refined this general strategy so that it can be easily used 

both by the expert (when teaching the agent or when contributing to the joint problem solving 

process) and the agent (when solving a problem). We did this by introducing questions and 

Figure 2: Problem-solving through task reduction and solution composition. 
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answers that guide the task reduction process, as illustrated on the right hand side of Figure 2 and 

discussed in more detail in (Bowman 2002). In this refined task reduction approach, finding a 

solution of a problem solving task (e.g. T0 on the right hand side of Figure 2) becomes an 

iterative process where, at each step, the expert (or the agent, depending on who is doing the 

problem solving) looks for some relevant information for solving T0 by asking a question Q0. 

The answer A0 identifies that piece of information and leads to the reduction of the current task 

to simpler tasks (e.g. T1). Alternative questions correspond to alternative problem solving 

strategies. Multiple answers of a question (e.g. A11a or A11m) correspond to multiple solutions. 

Solution composition (e.g. the composition of S11a , … , S11m into S11) is also guided by questions 

and answers. 

Figure 8 illustrates the decomposition process with an example from the center of gravity 

analysis domain. In this example, the expert is showing the agent how to determine a center of 

gravity candidate for the Sicily 1943 scenario (World War II at the time of the invasion of the 

island of Sicily by the allied forces). 

 

5. LEARNABLE KNOWLEDGE REPRESENTATION 

The knowledge base of Disciple-RKF is structured into an object ontology and a set of task 

reduction rules and solution composition rules. The object ontology is a hierarchical 

representation of the objects from the application domain. It represents the different kinds of 

objects, the properties of each object, and the relationships existing between objects. The object 

ontology of Disciple-RKF for the center of gravity domain contains 355 object concepts. 

Moreover, a scenario such as the Sicily_1943 scenario used in this paper, is described with 
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around 900 facts (i.e. triplets of the form “object feature value”). A fragment of this object 

ontology for the center of gravity domain is shown in Figure 3.  

The object ontology is incomplete. There are relevant concepts and instances from the 

application domain which are not represented. Moreover, the representation of a given concept, 

or instance, may be incomplete in the sense that it does not include all of its relevant properties 

and relationships. This object ontology will be extended by the agent during the problem solving 

and learning process (Boicu et al., 2003).  

In addition to the hierarchy of instances and concepts illustrated in Figure 3, the object 

ontology also includes a hierarchy of features. In this hierarchy, for instance, the feature 

“has_as_head_of_government” is a subfeature of “has_as_political_leader,” which is a 

subfeature of “has_as_controlling_leader.” Each feature F is characterized by a domain and a 

range. The domain of F is a concept that represents all objects that may have the feature F. The 

range of F is a concept that represents all the possible values of F. The feature hierarchy for the 

Figure 3. Fragment of the object ontology for the center of gravity domain. 
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center of gravity domain contains 193 feature definitions. 

The object ontology plays a crucial role in Disciple, being at the basis of knowledge 

representation, user-agent communication, problem solving, knowledge acquisition and learning. 

Using the (object and feature) concepts from the object ontology, one can define more complex 

concepts as logical expressions involving these concepts. The basic representation unit (BRU) 

for such a concept has the form {?O1, ?O2 ,…, ?On}, where each ?Oi has the structure indicated 

by [1]. 

?Oi is  concepti      [1] 
 featurei1 ?Oi1 
 . . .  
 featurein ?Oim 

 

Concepti is an object concept from the object ontology, a numeric interval, or a list of 

strings, and ?Oi1 … ?Oim are distinct variables from the set {?O1, ?O2, … , ?On} . For example, 

the concept “the pair of entities ?O1 and ?O2, where ?O1 is an equal partner, multi-state alliance 

that has, as one of its members, ?O2, which is a single-state force” is represented by expression 

[2]. 

?O1 is equal_partners_multi_state_alliance  [2] 
 has_as_member ?O2  
?O2 is single_state_force 

In general, a concept may be a conjunctive expression of form [3], meaning that any instance of 

the concept satisfies BRU and does not satisfy BRU1 and … and does not satisfy BRUp. 

  BRU & not BRU1 & … & not BRUp      [3] 

However, instead of “not” we write “Except When,” as illustrated in [4]. This concept 

represents “the pair of entities ?O1 and ?O2, where ?O1 is an equal partner multi-state alliance 
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that has, as one of its members, ?O2, which is single-state force, except when ?O2 is a single-state 

force with a minor military contribution.” 

?O1 is equal_partners_multi_state_alliance  [4] 
 has_as_member ?O2  
?O2 is single_state_force 
 
Except When 
?O2 is   single_state_force 
 has_as_military_contribution ?O3 
?O3 is   minor_military_contribution 
 

 The object ontology is at the basis of the generalization language for learning. For 

instance, a concept such as [2] may be generalized by replacing an object concept from its 

description (e.g. “equal_partners_multi_state_alliance”) with a more general concept from the 

ontology (e.g. “multi_state _alliance”). Other generalization or specialization rules may be used 

to generalize or specialize such concepts as, for instance, dropping or adding an object feature or 

an Except When condition, generalizing a number to an interval, or an interval to a larger 

interval (Tecuci, 1998). 

 Partially learned concepts are represented as plausible version spaces (Tecuci, 1998), as 

illustrated in Figure 4. The plausible upper bound of this version space contains the two concepts 

shown in [5]. 

?O1 is multi_member_force    [5] 
 has_as_member ?O2  
?O2 is force 

and 

?O1 is opposing_force 
 has_as_member ?O2  
?O2 is force 

Similarly, the plausible lower bound of this version space contains two concepts, one 

where ?O1 is a multi_state_alliance, and another one where ?O1 is an opposing_force. In the 
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current version of Disciple, the same features appear both in the upper bound and in the lower 

bound (such as “has_as_member” in the example from Figure 4). 

The concept Eh to be learned (see Figure 4) is, as an approximation, less general than 

one of the concepts from the plausible upper bound. Eh is also, again as an approximation, more 

general than any of the concepts from the plausible lower bound. During learning, the two 

bounds converge toward one another through successive generalizations and specializations, 

approximating Eh better and better. This is different from the version spaces introduced by 

Mitchell (1978), where one of the concepts from the upper bound is always more general than 

the concept to be learned (and the upper bound is always specialized during learning), and any of 

the concepts from the lower bound is always less general than the concept to be learned (and the 

lower bound is always generalized during learning). The major difference is that the version 

spaces introduced by Mitchell (1978) are based on a complete representation space that includes 

the concept to be learned. On the contrary, the representation space for Disciple is based on an 

incomplete and evolving object ontology, as mentioned above. Therefore, Disciple addresses the 

more complex and more realistic problem of learning in the context of an evolving representation 

space. 
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?O1 is {multi_state_alliance, opposing force}

has_as_member ?O2 

?O2 is {single_state_force}

Plausible Upper Bound
?O1 is {multi_member_force, opposing_force}
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?O2 is {force}

Universe of 
Instances
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Plausible 
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Plausible 
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Figure 4: A plausible version space for a partially learned concept. 
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The notion of plausible version space is fundamental to the knowledge representation, 

problem solving, and learning methods of Disciple, as discussed below and in section 6. All the 

knowledge elements from the knowledge base are represented using this construct and are 

learned or refined by Disciple. For instance, Disciple-RKF learns general feature definitions 

from specific examples, the domains and the ranges of the partially learned features being 

represented as plausible version spaces.  

The knowledge base of Disciple-RKF also contains tasks reduction rules and solution 

composition rules that are learned from specific examples of reductions or compositions. Figure 

6 shows an example of a task reduction step and the task reduction rule learned from it. The rule 

is an IF-THEN structure that expresses under what condition a certain type of task may be 

reduced to a simpler subtask (or to several subtasks, in case of other rules). The rule is 

interpreted as follows: If the task to be solved is T1, we are asking the question Q, and if the 

answer is A (or, equivalently, the applicability condition of the rule is satisfied), then we can 

reduce T1 to T11.  

The rule in Figure 5 is a very simple one, with only a Main Condition. In general, 

however, in addition to a Main Condition, a learned rule may have several Except When 

Conditions (which should not be satisfied for the rule to be applicable), as well as positive and 

negative exceptions. Thus, in general, the condition of the rule is a concept of the form “BRU 

except-when BRU1 … except-when BRUp” meaning that the rule may be applied for any 

instance of the condition concept. The rule shown in Figure 5 is only partially learned. Therefore, 

instead of a single applicability condition, it has a plausible version space for the exact condition 

to be learned. The knowledge base of Disciple-RKF contains 368 reduction rules, all learned by 

the agent. It also contains 269 composition rules. 
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6. MIXED-INITIATIVE MODELING, LEARNING AND PROBLEM SOLVING 

The Disciple approach covers all the phases of agent development and use. First, a knowledge 

engineer works with a subject matter expert to develop an ontology for the application domain. 

They use the ontology import module (to extract relevant ontology elements from existing 

knowledge repositories) as well as the various ontology editors and browsers of Disciple-RKF. 

The result of this knowledge base development phase is an object ontology (see Figure 3) which 

is complete enough to be used as a generalization hierarchy for learning, allowing the expert to 

teach the Disciple agent how to solve problems, with limited assistance from a knowledge 

engineer. The teaching process is illustrated in Figure 6 and discussed in the following.  

 6.1. Rule Learning 

The expert formulates an initial problem solving task, such as “Determine a center of 

gravity for the Sicily 1943 scenario,” (see Figure 5) and shows the agent how to solve this task 

by using the task reduction paradigm described in section 4. The expert uses natural language, as 

if s/he would think aloud. S/he asks a question related to some piece of information which is 

relevant to solving the current task. The answer identifies that piece of information and leads the 

expert to reduce the current task to a simpler task (or, in other cases, to several simpler tasks). 

Figure 5 shows a sequence of task reduction steps. From each of these steps the agent learns a 

general task reduction rule. Table 1 and table 2 present the rule learning problem and method of 

Disciple-RKF. They will be illustrated in the following. 

Let us consider the 4th step from the task reduction tree in Figure 5, the same step also 

shown also on the left hand side of Figure 6. From this task reduction step, Disciple-RKF learned 

the task reduction rule shown in the right hand side of Figure 6. 
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Figure 5: An illustration of mixed-initiative modeling, problem solving, and learning. 
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Rule learning is a mixed-initiative process between the expert (who knows why the 

reduction is correct and can help the agent to understand this) and the Disciple-RKF agent (that 

is able to generalize the task reduction example and its explanation into a general rule, by using 

the object ontology as a generalization language). This process is based on a communication 

protocol which takes into account that: 

- It is easier for an expert to understand sentences in the formal language of the agent 

than it is to produce such formal sentences; and  

- It is easier for the agent to generate formal sentences than it is to understand 

sentences in the natural language used by the expert. 

The question and its answer from the task reduction step represent the expert’s reason (or 

explanation) for performing that reduction. Because they are in natural language, the expert has 

to help Disciple-RKF “understand” them in terms of the concepts and features from the object 

ontology. Consider [6], the question and the answer from the example in Figure 6. Their meaning 

in the object ontology is expressed as in [7]. We call expression [7] the “explanation” of the 

example.  

GIVEN: 
• An example of a task reduction step. 
• A knowledge base that includes an object ontology and a set of task reduction rules. 
• A subject matter expert that understands why the given example is correct and may 

answer agent’s questions. 
 
DETERMINE: 
• A plausible version space task reduction rule which is generalization of the specific task 

reduction step. 
• An extended object ontology (if needed for rule learning). 

Table 1: The Rule Learning Problem. 
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“Which is a member of Allied_Forces_1943? US_1943”     [6] 

“Allied_Forces_1943 has_as_member US_1943”      [7] 

While a subject matter expert can understand the meaning of the above formal 

expression, s/he cannot easily define it for the agent because s/he is not a knowledge engineer. 

For instance, s/he would need to use the formal language of the agent. But this would not be 

enough, as the expert would also need to know the names of the potentially many thousands of 

concepts and features from the agent’s ontology. Therefore, the agent will hypothesize plausible 

meanings of the question-answer pair by using simple natural language processing, analogical 

1. Explanation Generation 
Identify a formal explanation EX of why the example E is correct, through a mixed-initiative 
interaction with the subject matter expert. The explanation is an approximation of the 
meaning of the question and answer, expressed with the objects and the features from the 
object ontology. During the explanation generation process, new objects and features may be 
elicited from the expert and added to the object ontology. 
 
2. Variable Generation 
Generate a variable for each instance, number and string that appears in the example and its 
explanation. Then use these variables, the example, and the explanation, to create an instance 
IC of the concept representing the applicability condition of the rule to be learned. This is the 
concept to be learned as part of rule learning. 
 
3. Rule Generation 
Generate the tasks, question, and answer of the rule by replacing each instance or constant 
from the example E with the corresponding variable generated in step 2. Then generate the 
plausible version space of the applicability condition of the rule. The concept represented by 
this condition is the set of instances and constants that produce correct instantiations of the 
rule. The plausible lower bound of this version space is the minimally general generalization 
of IC determined in step 2, generalization which does not contain any instance. The plausible 
upper bound of this version space is the set of the maximally general generalizations of IC. 
 
5. Rule Analysis 
If there is any variable from the THEN part of a rule which is not linked to some variable 
from the IF part of the rule, or if the rule has too many instances in the knowledge base, then 
interact with the expert to extend the explanation of the example and update the rule if new 
explanation pieces are found. Otherwise end the rule learning process. 

Table 2: The Rule Learning Method. 
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reasoning with previously learned rules, and general heuristics, and will express them as 

explanation fragments. In general, an explanation fragment identified by the agent, such as [7], is 

a relationship (or a relationship chain) involving instances, concepts, and constants from the task 

reduction step and from the knowledge base. The agent will then propose these explanation 

pieces to the expert, ordered by their plausibility, so that the expert can select the ones the has the 

meaning of the question-answer pair. The expert may also help the agent to propose the right 

explanation pieces by proving hints, such as pointing to a relevant object that should be part of 

the explanation.  

Using the example and its explanation, Disciple-RKF will generate the task reduction 

rule from the right hand side of Figure 6. First the agent will generate a variable for each 

instance, number, or string that appears in the example and its explanation. Then it will use these 

variables V to generalize the task reduction example E into an IF-THEN rule R, by replacing 

each instance or concept with the corresponding variable.  

The next step in the rule learning process is to determine which are the instantiations of 

Figure 6: An example of a task reduction step and the rule learned from it. 
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the variables V that lead to correct task reduction steps. That is, we have to learn the concept that 

represents the set of instances of the rule’s variables V for which the corresponding instantiation 

of the rule R is correct. We call this concept “the applicability condition of the rule R,” and 

Disciple-RKF learns it by using a plausible version space approach. That is, it considers the set 

of all the applicability conditions that are consistent with the known examples and their 

explanations and it reduces this set as new examples and additional explanations are found. 

Moreover, as in the candidate elimination algorithm, this version space is represented by a 

plausible lower bound and by a plausible upper bound. 

The initial plausible version space condition for the rule R is determined as follows. First 

one determines the instance of this condition, IC, corresponding to the initial example, as shown 

in the left hand side of Figure 6: 

IC: ?O1 is Allied_Forces_1943    [8] 
  has_as_member ?O2 

?O2 is US_1943 

Notice that this condition includes the feature “has_as_member” from the explanation of 

the example. This is an essential feature of the objects from this example and, for the same 

reason as in the case of explanation-based learning (Mitchell et al., 1986, DeJong and Mooney, 

1986), will significantly reduce the number of examples needed for learning. 

Then one generalizes IC in two different ways to generate the two bounds of the version 

space. The plausible lower bound of the version space is the set of the least general 

generalizations of IC which includes no instance. The least general concepts from the object 

ontology that cover Allied_Forces_1943 are opposing_force and 

equal_partner_multi_state_alliance. However, Allied_Forces_1943 has the feature 

has_as_member, and therefore, any of its generalization should be in the domain of this feature, 
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which happens to be mulri_member_force. As a consequence, the set of the minimal 

generalizations of Allied_Forces_1943 is given by the following expression: 

{opposing_force, equal_partner_multi_state_alliance} ∩ {multi_member_force} =  

= {equal_partner_multi_state_alliance} 

Similarly (but using the range of the has_as_member feature, which is force), one 

determines the set of the minimal generalizations of US_143 as {single_state_force}. 

As a consequence, the plausible lower bound condition is: 

PLB: ?O1 is equal_partner_multi_state_alliance   [9] 
  has_as_member ?O2 

?O2 is single_state_force 

The reason the lower bound does not contain any instance is that the learned rule will be 

used by Disciple in other scenarios (such as Afghanistan_2001_2002), where the instances from 

Sicily_1943 do not exist, and Disciple-RKF would not know how to generalize them. On the 

other hand, we also do not claim that the concept to be learned is more general than the lower 

bound, as discussed in section x and illustrated in Figure 4. 

Using a similar procedure (but considering the most general generalizations of the 

instances and constants from the example and its explanation), Disciple-RKF determines the 

plausible upper bound condition [10] and generates the rule from the right hand side of Figure 6. 

PUB: ?O1 is multi_member_force     [10] 
  has_as_member ?O2 

?O2 is force 

The last step of the rule learning process is to analyze the generated rule. For instance, the 

agent may determine that a variable from the THEN part of a rule is not linked to any variable 

from the IF part of the rule. This is indicative of a rule which was learned based on an 

incomplete explanation, causing the agent to reinitiate the explanation generation process. 
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Sometimes the missing explanation is so obvious to the expert that it is simply ignored, as in the 

following instance: “US_1943 has_as_government government_of_US_1943.” The agent will 

automatically select such an explanation if it provides a link to an unconstrained variable. 

Sometimes, even when all the rule’s variables are linked, the number of rule instances may still 

be very large. In such a case the agent will attempt to identify which variables are the least 

constrained and will attempt to further constrain them by proposing additional explanation 

pieces. 

Notice that Disciple-RKF succeeded to learn a reasonable rule from only one example 

and its explanation, a rule that may be used by Disciple in the problem solving process. Indeed, it 

will apply the rule to reduce a current task if any of its plausible bound conditions is satisfied. 

Rule 4 has only one concept in its plausible upper bound, and also one concept in the plausible 

lower bound. In general, however, each bound may contain more than one concept, as discussed 

in section x and illustrated in Figure 4. We say that the plausible lower bound condition covers 

an example if all the alternative concepts from this bound covers the instances from the example. 

On the contrary, we say that the plausible upper bound condition covers an example if at least 

one of the alternative concepts from this bound covers the example. 

6.2. Rule Refinement 

As Disciple-RKF learns new rules from the expert, the interaction between the expert and 

Disciple evolves from a teacher-student interaction toward an interaction where both collaborate 

in solving a problem. During this mixed-initiative problem solving phase, Disciple learns not 

only from the contributions of the expert, but also from its own successful or unsuccessful 

problem solving attempts, which lead to the refinement of the learned rules. At the same time, 

Disciple may extend the object ontology with new objects and features.  
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The rule refinement problem and methods are presented in Tables 3, 4 and 5. The result 

of the rule learning process described in Table 2 and illustrated above is a rule with a main 

plausible version space condition. During rule refinement, however, the rule may accumulate 

several “except when” plausible version space conditions. For that reason, Tables 3 and Table 4 

assume that the rule R to be refined, based on the example E, has both a partially learned main 

condition and a partially learned “except when” condition. These methods are extended naturally 

when there are several such conditions. Figure 8 shows an abstract representation of the rule’s 

conditions. The new (positive or negative) example of the rule (and of the rule’s condition) may 

be situated in one of several relevant regions, as indicated in Figure 7. The way the rule is refined 

depends on the type of the example and the region in which it is situated, as described in Tables 

3 and 4. In the following we will illustrate these methods. 

GIVEN: 
• A plausible version space task reduction rule R. 
• A positive or a negative example E of the rule (i.e. a correct or an incorrect task reduction 

step that has the same IF and THEN tasks as R). 
• A knowledge base that includes an object ontology and a set of task reduction rules. 
• A subject matter expert that understands why the task reduction step is correct or incorrect 

and can answer the agent’s questions. 
 
DETERMINE: 
• A refined rule that covers the example if it is positive, or does not cover the example if it 

is negative. 
• An extended object ontology (if needed for rule refinement). 

Table 3: The Refinement Problem. 
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As indicated in Figure 5, Disciple-RKF applied Rule 4 to reduce the task “Determine a 

center of gravity for a member of European_Axis_1943,” generating an example that is covered 

by the plausible upper bound condition of the rule. This reduction was accepted by the expert as 

correct. Therefore, Disciple generalized the plausible lower bound condition to cover it. For 

instance, European_Axis_1943 is a multi_member_force, but it is not an 

equal_partner_multi_state_alliance. It is a dominant_partner_multi_state_alliance dominated by 

Germany_1943. As a consequence, Disciple-RKF automatically generalizes the plausible lower 

bound condition of the rule to cover this example. The refined rule is shown in the left-hand side 

of Figure 8. This refined rule is then generating the task reduction from the bottom part of Figure 

5. Although this example is covered by the plausible lower bound condition of the rule, the 

expert rejects the reduction as incorrect. This shows that the plausible lower bound condition is 

1. If the positive example E is covered by ML and is not covered by XU (case 1 in Figure 7), 
then the rule does not need to be refined because the example is correctly classified as 
positive by the current rule. 
 
2. If E is covered by MU, but it is not covered by ML and XU (case 2 in Figure 7), then 
minimally generalize ML to cover E and remain less general than MU. Remove also from 
MU the elements that do not cover E. 
 
3. If E is not covered by MU (cases 3, 4, and 5 in Figure 7), or if E is covered by XL (cases 5, 
6, and 7 in Figure 7), then keep E as a positive exception of the rule. 
 
4. If E is covered by ML and XU, but it is not covered by XL (case 8 in Figure 7), then 
interact with the expert to find an explanation of the form: “The task reduction step is correct 
because Ii is Ci,” where Ci is a concept from the ontology. If such an explanation is found, 
then XU is minimally specialized to no longer cover Ci. Otherwise, E is kept as positive 
exception. 
 
5. If E is covered by MU and XU, but it is not covered by ML and XL (case 9 in Figure 7), 
then minimally generalize ML to cover E and remain less general than MU. Also remove 
from MU the elements that do not cover E. Then continue as in step 4. 

Table 4: Rule refinement with a positive example. 
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not more general than the concept to be learned (as it would have been the case in the classical 

candidate elimination algorithm) and it would need to be specialized. 

This rejection of the reduction proposed by Disciple-RKF initiates an explanation 

generation interaction during which the expert will have to help the agent understand why the 

reduction step is incorrect. The explanation of this failure is that Finland_1943 has only a minor 

military contribution to European_Axis_1943 and cannot, therefore, provide the center of gravity 

of this alliance. The actual failure explanation (expressed with the terms from the object 

ontology) has the form:  

“Finaland_1943 has_as_military_contribution military_contribution_of_Finaland_1943 is 

minor_military_contribution” 

Based on this failure explanation, Disciple_RKF generates a plausible version space 

except when condition and adds it to the rule, as indicated in the right hand side of Figure 8. In 

1. If the negative example E is covered by ML and it is not covered by XU (case 1 in Figure 
7), then interact with the subject matter expert to find an explanation of why E is a wrong task 
reduction step. If an explanation EX is found, then generate a new Except When plausible 
version space condition and add it to the rule. Otherwise, keep E as a negative exception. 
 
2. If E is covered by MU but it is not covered by ML and by XU (case 2 in Figure 7) then 
interact with the expert to find an explanation of why E is a wrong task reduction step. If an 
explanation EX is found and it has the form “Ii is not a Ci,” where Ci is a concept covered by 
MU, then specialize MU to be covered by Ci. Otherwise, if another type of explanation EX is 
found then learn a new Except When condition based on it, and add this condition to the rule. 
 
3. If E is not covered by MU (cases 3, 4, 5 in Figure 7), or it is covered by XL (cases 5, 6, 7 in 
Figure 7), then the rule does not need to be refined because the example is correctly classified 
as negative by the current rule. 
 
4. If E is covered by ML and XU but it is not covered by XL (case 8 in Figure 7), or E is 
covered by MU and XU but it is not covered by ML and XL (case 9 in Figure 7), then 
minimally generalize XL to cover E and specialize XU to no longer include the concepts that 
do not cover E.  

Table 5: Rule refinement with a negative example. 
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the future, this rule will only apply to situations where the main condition is satisfied and the 

except when condition is not satisfied.  

Notice that the addition of the except when condition specializes both bounds of the 

applicability condition of the rule. Other types of failure explanations may lead to different 

modifications of Rule 4. For instance, the failure explanation may have had the form 

“Finland_1943 is not a major_ally,” if “major_ally” would have been part of the object ontology 

(which it is not). In such a case, Disciple-RKF would not add an except when condition but it 

would specialize both bounds of the main condition to cover only “major_ally.” Yet another 

possibility is to find an additional feature of the positive examples of the rule which is not a 

feature of the current negative example. This feature would then be added to the corresponding 

object from the main condition (both in the upper bound and in the lower bound). Additional 

negative examples may lead to additional except when conditions and specializations of the main 

condition.  

Figure 7: Possible regions for a new (positive or negative) example of a rule. 
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It may be the case that the actual explanation of an example contains elements that are 

not part of the object ontology. In such situations, Disciple-RKF elicits these elements from the 

expert and adds them to the ontology as new concepts or new features. Thus the learning process 

is performed in an evolving representation space in which the object ontology (which is used as 

the generalization hierarchy for learning) may be modified at any time. If the ontology is 

modified, the learned rules may no longer be correct. Therefore, the rules need to be relearned. 

This can be automatically done if the system keeps the examples and the explanations from 

which the rules were learned. However, different examples and explanations of a rule contain 

instances that existed in different scenarios (e.g. World War II or Afghanistan 2001-2002). 

Determine a center of gravity for a 
member of a force

The force is ?O1

Determine a center of gravity for a force
The force is ?O2
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?O1 is multi_state_alliance
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?O2 is force
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Figure 8: Refinements of Rule 4 
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Therefore, Disciple keeps minimal generalizations of the examples and explanations that do not 

contain any instance and use these minimally generalized examples and explanations to 

regenerate the rules when the object ontology changes 

 

7. DEPLOYMENT AND AGENT TRAINING EXPERIMENTS  

Successive versions of Disciple-RKF were used in two courses at the US Army War College 

since 2001, while still under research and development, becoming part of their regular syllabus 

(Tecuci et al., 2002a; 2002b; 2004a). For the “Case Studies in Center of Gravity Analysis” 

course, which is offered twice a year, Disciple-RKF was taught based on the expertise of Prof. 

Jerome Comello, the course’s instructor. Then the students used Disciple-RKF as an intelligent 

assistant that helped them to develop a center of gravity analysis of a war scenario. This 

demonstrates that the Disciple approach can be used to develop agents that have been found to 

be useful for a complex military domain. 

 In the second course, “Military Applications of Artificial Intelligence,” which was 

offered once a year between 2001 and 2003, the students (who were subject matter experts at the 

rank of lieutenant colonel or colonel) taught personal Disciple-RKF agents their own expertise in 

center of gravity determination and then evaluated both the developed agents and the 

development process. Figure 9 presents the most complex of these experiments, performed in 

Spring 2003 (Tecuci et al., 2004b). 

 Before starting the experiment, Disciple-RKF was trained to identify leaders as center of 

gravity candidates. The knowledge base of this agent contained the definitions of 432 concepts 

and features and 18 task reduction rules. However, the agent had no knowledge of how to test the 

identified candidates. We then performed a joint domain analysis and ontology development 
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with all the experts by considering the example of testing whether Saddam Hussein, in the Iraq 

2003 scenario, would have all the required critical capabilities to be the center of gravity for Iraq. 

Based on this domain analysis, we have extended the ontology of Disciple-RKF with the 

definition of 37 new concepts and features identified with the help of the experts. 

The 13 subject matter experts from the class were then grouped into five teams (of 2 or 3 

experts each), and each team was given a copy of the extended Disciple-RKF agent. Next, each 

team trained its agent to test whether a leader has one or two critical capabilities, as indicated in 

Figure 9. For instance, Team 1 trained its agent how to test whether a leader had the critical 

capabilities of staying informed and being irreplaceable. The training was done based on three 

scenarios (Iraq 2003, Arab-Israeli 1973, and War on Terror 2003) and the experts teaching 

Disciple-RKF how to test each strategic leader from these scenarios. As a result of the training 
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Figure 9. Experiment of rapid knowledge base development by subject matter experts. 
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performed by the experts, the knowledge base of each Disciple-RKF agent was extended with 

new object features and rules, as indicated in Figure 9. For instance, the knowledge base of the 

agent trained by Team 1 was extended with 5 features and 10 task reduction rules. The average 

training time per team was 5 hours and 28 minutes and the average rule learning rate per team 

was 3.53 rules/hour. This included time spent in all the agent training activities (i.e., specifying 

the three training scenarios, modeling experts’ reasoning, rule learning, mixed-initiative problem 

solving, and rule refinement). 

After the training of the 5 Disciple-RKF agents, their knowledge bases were merged by a 

knowledge engineer, who used the knowledge base merging tool of Disciple-RKF. The 

knowledge engineer also performed a general testing of the integrated knowledge base, in which 

he included the 10 features and 99 rules learned. During this process, two semantically 

equivalent features were unified, 4 rules were deleted, and 12 other rules were refined by the 

knowledge engineer. The other 8 features and 83 rules learned were not changed. Most of the 

modifications were done to remove rule redundancies or to specialize overly general rules.  

Next, each team tested the integrated agent on a new scenario (North Korea 2003) and 

was asked to judge the correctness of each reasoning step performed by the agent, but only for 

the capabilities for which that team performed the training of the agent. The result was 98.15% 

correctness. Moreover, at the end of the experiment, 7 experts strongly agreed, 4 agreed, 1 was 

neutral, and 1 disagreed with the statement “I think that a subject matter expert can use Disciple 

to build an agent, with limited assistance from a knowledge engineer”.  

This is the first time that such an agent training and knowledge bases merging experiment 

has been performed, and the obtained results support the claim that the Disciple learning-based 

approach can be used to develop complex knowledge-based agents. 
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8. RELATED RESEARCH AND DISCUSSION 

To our knowledge, Disciple-RKF, as a whole, is quite unique, both in the field of Machine 

Learning and in the field of Knowledge Acquisition, and we are not aware of any other system 

that is similar in terms of capabilities and methods to achieve them. However, some of its aspects 

can be compared with other systems. For instance, from the point of view of its general approach 

to learning, Disciple-RKF is mostly related to the older work on apprenticeship learning 

(DeRaedt 1991; Mahadevan et al. 1993; Mitchell et al., 1985; Tecuci 1988; Wilkins 1990). 

However, none of these older systems have the level of maturity and scalability required for 

practical applications. Nor are they integrated tools for building end-to-end knowledge-based 

agents, going through all the phases of agent development, including modeling expert’s 

reasoning, ontology development and learning, and mixed-initiative problem solving and 

learning. The type of user was not a concern of these older apprentice systems, while Disciple-

RKF was specially developed to allow a subject matter expert who does not have prior computer 

science or knowledge engineering experience, to train it. This was achieved by using multiple 

interactions with the expert and using multistrategy learning methods that incorporate learning 

from examples, learning from explanations, and learning by analogy and experimentation. 

 Because the idea of version spaces plays such a crucial role in Disciple-RKF, we can also 

compare it with other systems based on this general approach, such as (Mitchell et al., 1983; 

Hirsh, 1989; Sebag, 1996 ). We are again not aware of any system based on the version space 

representation that can deal with complex applications. One cause of this is the combinatorial 

explosion of the bounds of the version space. Disciple is able to avoid this combinatorial 

explosion because of the use of the explanations that identify the essential features of the 
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concepts to be learned. Another difference is that Disciple-RKF can learn an approximation of a 

concept even if the actual concept is not representable in its language, and can learn concepts 

with exceptions. One of our future research direction with respect to the plausible version space 

representation is the use of disjunctions and negations in the plausible version spaces of 

individual variables, such as ?O1 in Figure x, along the lines already investigated by Boicu 

(2002). This will allow Disciple to learn the best approximations of the concepts, when they are 

not representable.  

 Finally, Disciple-RKF can be compared with the tools for building knowledge-based 

systems, such as CYC (Lenat, 1995), EXPECT (Kim and Gil, 1999), or Loom (MacGregor, 

1991). These tools make very little use of machine learning, while learning plays a crucial role in 

Disciple-RKF. Although Disciple-RKF has not been directly compared with these tools on the 

same problems, two previous versions of Disciple, Disciple-WA (Tecuci et al., 1999) and 

Disciple-COA (Boicu et al., 2000; Tecuci et al., 2001), have been compared with these tools, as 

part of the DARPA’s High Performance Knowledge Bases program (Cohen et al., 1998), and 

demonstrated both higher knowledge acquisition rates, and better performance of the resulting 

systems. Rule 4 in Figure 8 helps explain why Disciple performed so well. In the case of the 

other systems, a knowledge engineer needed to manually define and debug the problem solving 

rules. With Disciple, the domain expert (possibly assisted by a knowledge engineer) needs only 

to define specific reductions like those in Figure 5, because Disciple will learn and refine the 

corresponding rules. 

 There are, however, many ways in which Disciple-RKF can still be considerably 

improved. For instance, one needs to develop more powerful methods for helping the expert to 

express his or her reasoning process using the task reduction paradigm, along the path opened by 
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the Modeling Advisor described in (Boicu, 2002). Our agent training experiments have also 

revealed that the mixed-initiative learning methods of Disciple-RKF could be significantly 

empowered by developing the natural language processing capabilities of the system. More 

powerful ontology learning methods are also needed (Stanescu et al., 2003). Finally, because the 

expert who teaches Disciple-RKF has no formal training in knowledge engineering, the 

knowledge pieces learned by the agent and the knowledge base itself will not be optimally 

represented, and will require periodic revisions by the knowledge engineer. Examples of 

encountered problems with the knowledge base are semantic inconsistencies within a rule, and 

the violation of certain knowledge engineering principles. It is therefore necessary to develop 

mixed-initiative knowledge base reformulation and optimization methods to identify and correct 

such problems in the knowledge base.  
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